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Abstract—In efforts to understand the reasons behind
Internet-connected devices remaining vulnerable for a long time,
previous literature analyzed the effectiveness of large-scale vul-
nerability notifications on remediation rates. Herein we focus on
the perspective of system administrators. Through an online sur-
vey study with 89 system administrators worldwide, we investigate
factors affecting their decisions to remediate or ignore a security
vulnerability. We use Censys to find servers with vulnerable
public-facing services, extract the abuse contact information from
WHOIS, and email an invitation to fill out the survey. We found
no evidence that awareness of the existence of a vulnerability
affects remediation plans, which explains the consistently small
remediation rates following notification campaigns conducted
in previous research. More interestingly, participants did not
agree on a specific factor as the primary cause for lack of
remediation. Many factors appeared roughly equally important,
including backwards compatibility, technical knowledge, available
resources, and motive to remediate.

I. INTRODUCTION

Software vulnerabilities are discovered daily. A vulnerabil-
ity is more impactful when it is found in a popular software.
The situation becomes worse when such a software runs a
publicly accessible service (e.g., not hidden behind a firewall)
on an Internet-connected system. When a vulnerability is
discovered in an actively maintained software, the software
vendor typically issues an updated version. Globally, system
administrators should then update their local software to re-
mediate the vulnerability.

In reality, however, there is almost always a long tail of sys-
tems that remain on older software versions, thus vulnerable.
This is usually the case, not just for software bugs, but for other
types of flaws that expose a system to attacks, including con-
figuration vulnerabilities (e.g., conflicting firewall rules [36],
accounts left enabled with default passwords [60]), and design
flaws (e.g., in network protocols, network topologies).

Compromised systems on the Internet are becoming in-
creasingly dreadful for everyone, not just the system owner,
for the following reasons. First, while online content in the
early days of the web belonged mostly to the organization
hosting it, such content today often involves user data; a
compromised system can leak a new data dimension, such
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as a user’s music interest, which improves illicit user profiling
activities. Second, attackers learn and improve as they com-
promise more devices. For example, due to common habits
of web password reuse [29], a compromised system improves
password-guessing success on other systems [7], [2]. This is
not limited to web passwords, and not to password reuse—
attackers generally learn about password selection habits by
leaking passwords on different systems [1]. Third, the reliance
on libraries and frameworks across different web domains
(e.g., Javascript libraries, open-source web applications like
WordPress) means a vulnerability in any would have a ripple
effect [56]. Fourth, if the compromised device remains under
attacker control, it means its computational and bandwidth
resources can be used to damage other systems. It is common
for such a device to be part of a botnet that contributes to DDoS
attacks or malware distribution, or be part of a computational
pool that is involved in illicit cryptomining, bruteforcing weak
cryptographic keys/passwords, or populating misinformation
through generating content from multiple sources (e.g., creat-
ing fake twitter trends [23]).

Previous literature tested the effectiveness of large-scale
vulnerability notification campaigns on remediation rates. A
common approach in such studies is to identify a specific
set of remotely testable vulnerabilities, scan the Internet for
vulnerable devices, select a subset of the devices found and
notify the entities registered (e.g., in WHOIS [15]) as the
contacts responsible for them. A subset is often left unnotified
to serve as a control group. A common takeaway is that such
notification campaigns do improve remediation rates, but a
significant proportion of systems remain vulnerable even after
notifications are sent.

Motivated by the low remediation rates found in previous
literature, we were curious to understand the importance of an
administrator’s awareness that a vulnerability exists in one of
their systems on the remediation rates. This has generalized to
RQI. what are the main factors that prevent an administrator
from remediating a vulnerability? Consequently, we analyze
RQ?2. how such factors change with variables such as, severity,
company size, administrator’s team size?

Our focus is exclusively from the administrators’ perspec-
tive, thus herein we solicit their thoughts on vulnerability
remediation. We replicate the above methodology to identify
the administrators to contact. Specifically, we extracted the
abuse contacts in the WHOIS database for systems that we
found are vulnerable to 9 selected vulnerabilities with varying
severity. We then emailed notifying them about the identified
vulnerability, along with an invitation to fill a survey. The



survey mainly asked participants to rate the importance of 9
factors in the decision to remediate a vulnerability. Examples
of such factors include cost of remediation, limited knowledge
of the vulnerability or the remediation process, and compatibil-
ity issues. We sent over 13K emails; 89 participants completed
the survey from 18 countries.

We did not find evidence that awareness of the existence
of a vulnerability significantly affects remediation plans. This
is perhaps the most compelling finding that helps explain the
lack of remediation reported in previous papers (above). In
fact, it appears that no factor can be considered the panacea for
remediation. We did however find that, amongst the 9 factors,
compatibility issues are more important than limited knowl-
edge of the remediation process. This suggests that creating
backward-compatible software patches and decommissioning
old systems appear more important for higher remediation rates
than, e.g., training administrators.

II. BACKGROUND

We provide a brief background on software vulnerabilities,
device search engines (including Censys [8]), and WHOIS.

A. Vulnerabilities and Software Security

A vulnerability is typically a misconfiguration or deploy-
ment issue (including weak passwords), a design flaw (in a
system or protocol), or a software/hardware weakness [60].
For software, the National Institute of Standards and Tech-
nology (NIST) tracks vulnerabilities in popular software, and
makes them publicly accessible through the National Vul-
nerability Database (NVD). Each vulnerability gets a unique
identifier, called the Common Vulnerabilities and Exposures
(CVE) number, along with a severity rating based on an
industry standard—the Common Vulnerability Scoring System
(CVSS) [43]. When a vulnerability is discovered in a soft-
ware, responsible disclosure is a security ethic that urges the
discoverer to notify the vendor and allow time to release an
update before publicly announcing the vulnerability. Vendors
then issue an updated software version. However, in some
cases, to honour legacy software that may still be running
on some systems for compatibility, vendors can also apply
the patch on old versions thus fixing the vulnerability in the
old versions while maintaining the old version number—a
process dubbed backporting. While relatively infrequent [17],
and despite the advantage of keeping legacy software secure,
backporting creates a challenge for vulnerability trackers that
rely on software version number while scanning from the
outside of an organization.

B. Devices Search Engines and Censys

In 2013, Durumeric et al. [22] designed ZMap, a fast
scanner that can iterate over the entire IPv4 address space in
45 minutes by running independent scanning threads. A suite
of open-source tools were later built on top of ZMap, including
ZGrab (an application-layer scanner supporting popular proto-
cols like HTTP and SSH) and ZCertificate (an X.509 certificate
parser) [57]. Censys is an organization that uses ZMap-based
tools to frequently scan the Internet (minus networks whose
operators opted out of being scanned) [20]. It provides a
web-based search interface and an API to query results, thus

abstracting data collection for researchers. Companies offering
comparable services exist, notably Shodan [51]. An empirical
analysis was conducted for both engines, and it was found that
both are able to reflect a status-change in an Internet-connected
device within 24 hours [6].

For supported application-layer protocols, Censys extracts
header data from initial exchanges—a process called banner
grabbing. This allows Censys to store and index such data,
which notably includes the software version number. For ex-
ample, the following query finds all devices running OpenSSH
version 7.9:

services.ssh.endpoint_id.software_version:
7.9.0.0%

Additional criteria can be combined using classical boolean
connectors: AND, OR, and NOT. So the above can be modified
to specifically search the standard SSH port, 22, as follows:

services.ssh.endpoint_id.software_version:
7.9.0.0x AND services.port: 22

While this process shows how easy it can be to find all
devices running a specific software version, using Censys
to identify vulnerable devices by searching for unpatched
software versions is challenged by the occasional backporting
activities mentioned above. This methodology can result in
false positives: devices mistakenly identified as vulnerable.

C. WHOIS

WHOIS is an overloaded term that typically refers to one
of the following: a database, a network protocol, or a software.
Elaboration follows.

A registrar is an organization that sells domain names,
which involves maintaining a list of owned domains and
coordinating with other registrars globally before registering a
new domain. There are over 1000 ICANN-accredited registrars
around the world [28], with GoDaddy being one of the largest.
To conform with ICANN policies, a registrar must collect in-
formation about a prospective domain owner (registrant) before
registering a domain. Such information primarily includes the
registrant’s name and contact address, but other information
can also be collected—notably an abuse contact email address
used to report domain-related abuse. Such information is
stored in the registrar’s database, called the WHOIS database,
and is thus often referred to as WHOIS information. Other
organizations that maintain WHOIS databases (typically for IP
addresses) notably include Regional Internet Registries (RIRs),
such as ARIN, APNIC, and AFRINIC.

The WHOIS network protocol is defined in RFC 3912 [15],
which specifies the syntax and semantics for the message
exchange between a client querying a WHOIS database, and a
server (listening on TCP port 43) with access to the database.
Such standardization is helpful as it facilities querying the
database of any compliant registrar.

Finally, a WHOIS software is a client-side implementation
of the WHOIS protocol. Many such implementations exist,
and are made available through a web interface (e.g., https:
/Iwho.is/), a GUI application, or a command-line tool (e.g.,
whois command in Linux).



III. RELATED WORK

We cover two categories of related work: (i) research efforts
towards Internet-wide vulnerability notification campaigns and
their effectiveness, and (ii) literature on software updates.

A. Internet-Scale Vulnerability Notification

It is believed that not knowing a vulnerability exists is
amongst the primary reasons for admins’ lack of remediation.
We shed light on previous research targeting large-scale vul-
nerability notifications over the Internet.

Vulnerability notification effectiveness. Li ef al. [36] ran
a wide-scale campaign to test various notification methods,
including who to contact (e.g., CERTs versus WHOIS abuse
contacts), email language and format (e.g., verbose versus
terse, English versus the recipients’ language). They identified
three vulnerabilities related to industrial control systems, a
misconfigured IPv6 firewall (one that is more permissive than
IPv4), and hosts vulnerable to UDP-based DDoS amplification
attacks. The authors found that a verbose English email to
the WHOIS abuse contact is the most effective. However,
this method resulted in only 18% remediation rate (within 2
weeks of emailing). Other studies reached comparable results.
Durumeric et al. [21] reported that their notifications increased
Heartbleed remediation from 26.8% (unnotified) to 39.5%.
Stock et al. [56] notifications increased remediation rates of
website XSS vulnerabilities from 2% (unnotified group) to
12%. Zeng et al. [64] notifications dropped the proportion
of websites with outdated ciphersuites to 90% (versus 93%
unnotified) and with outdated TLS versions to 95% (versus
97% unnotified), 2 weeks after notifications.

Factors affecting notification success. Beyond the above
efforts, Stock et al. [55] designed a study specifically to iden-
tify reasons behind the lack of remediation after notification.
They concluded that ensuring that a notification is delivered
to the affected party is not enough (likewise did Durumeric
et al. [21]), and that several parameters come into play in
convincing the recipient to invest the required time/effort to
investigate and remediate as applicable. Other factors affecting
remediation rates were also studied. While Cetin et al. [12]
reported that the sender’s (notifier) reputation does not affect
remediation rates (for 480 notifications), Stock et al. [55] found
that the sender’s trust was an important factor in the response
rates (for 24K domains). The latter also found that other means
of communication, including social-media-based contacts and
phones, were not significantly more successful than emails.
However, Maass et al. [40] found that snail mail notification
increased remediation rates (after 2 weeks) to 42%, compared
to 33% for email-based notification and 2% unnotified. Cetin
et al. [11] found that providing a proof-of-concept of the
vulnerability did not significantly affect remediation rates.

Notification of compromised (vs. vulnerable) systems.
In a 2016 study [37], using the Google Webmaster Console
resulted in one of the highest remediation rates compared to
other studies. This can likely be attributed to the severity of
the situation: Li et al. [37] notified hijacked websites, which is
more worrisome than a vulnerability that has not necessarily
been exploited yet. Likewise, Vasek and Moore [61] focused on
malware-distributing (compromised) websites, and found that
62% of such sites were cleaned after notification, versus 45%

for the unnotified. Recently, Woods and Bohme [63] devised
a model to explain security outcomes as a function of, e.g.,
exposure and threat, and the effectiveness of security interven-
tion, e.g., direct notification. They highlight how notifications
about an already compromised system, e.g., [62], [37], had
a more successful remediation rate than notifications about
an observed security level. A slightly different, and stricter,
approach to remediate compromised machines was tested in
2019, which is quarantining infected machines. This appears
to be amongst the most effective remediation strategies, with
92% remediation rates for infected ISP machines [9], and 87%
for end systems [10].

Beyond notification: active engagement. One noticeably
different result was reported in 2014, where Kiihrer er al. [34]
reported a 90% drop in the number of servers vulnerable to
DoS amplification attacks over a 2-months period after an
aggressive notification campaign. It is unclear whether the drop
would have happened without the authors’ efforts as the study
lacked a control group (though a correlated remediation that
followed their campaign can be observed). A stark difference
between this campaign and the ones above is the campaign
nature. Kiihrer et al. were in active engagement with involved
parties, including collaboration with security organizations,
creating technical advisories explaining how to remediate
(eventually leading to public advisories on US-CERT), engag-
ing with key industry players like Cisco (also resulting in a
public Cisco advisory), and sharing their data about vulnerable
devices with hundreds of institutions worldwide.

Relationship to the work herein. As questions remain
regarding the reason behind too many systems remaining
vulnerable for a long time after updates are issued and after
admins get notified, we set out to approach this question by
directly soliciting the admins’ input on the matter. A proportion
of our methodology is analogous to the above efforts: finding
vulnerable systems, extracting contact information, and email-
ing them. However, as our objective is not to evaluate the
effectiveness of a notification strategy, we do not test whether
vulnerable systems were remediated after emailing admins.
To the best of our knowledge, the work herein is the first to
explicitly focus on the admins’ perspective in understanding
the reasons behind the lack of remediation. While several
of the above papers surveyed [21], [36], [11], [55], [64] (or
interviewed [9]) admins, these surveys were mainly targeted to
solicit input on the research methodology, and were thus not
designed to answer the research questions herein.

B. Software Updates

As discussed in Sec. II, vulnerabilities in Internet-
connected systems go beyond software weaknesses; they in-
clude other aspects, e.g., misconfiguration, deployment issues,
design flaws, and hardware weaknesses. However, we shed
light on software updates, a rich research area.

Admins approaches to software updates. Li et al. [38]
surveyed 102 admins, and found that admins sometimes face
difficulties in the update process, including in determining
an update is available and applying it properly. Martius and
Tiefenau [42] found that for software that is not configured
to receive automatic updates, admins seek knowledge of the
purpose, dependencies, and known issues with a new version



before installing it. In general, admins appear reluctant to
update a software when the consequences of an update are not
quite clear [58]. Focusing specifically on patch application,
Jenkins efr al. [30] analyzed the patchmanagement.org
mailing list, and found that discussions revolved around several
themes, including patch prioritization and errors/troubleshoot-
ing of new patches. The authors [30] report that the latter
theme was found to be the most popular.

Software update challenges. Dissanayake et al. [19] con-
ducted a literature review on applying software patches, and
summarized 14 socio-technical challenges. Those include co-
ordination overhead between stakeholders, and general limita-
tions of software security patch-management tools (e.g., usabil-
ity and correctness). Combining the security and functionality
perspectives, Beattie ef al. [5] analyzed the best time to apply a
patch—too early can lead to applying an immature release, too
late leads to security exploits. The authors [5] highlight that
the admins’ challenges are exacerbated by poorly-developed
patches that lead to system failures.

Relationship to the work herein. Our focus herein is
on the general problem of vulnerability remediation. Keeping
software up-to-date is one way of remediation. While our
participant-recruitment methodology was based on searching
the Internet for devices running outdated and vulnerable soft-
ware (Sec. IV), our survey is designed to study the admins’
views on vulnerability remediation, rather than their manage-
ment of software updates (i.e., motives, methods and strategies
for software updates).

IV. STUDY DESIGN AND METHODOLOGY

We conducted an IRB-approved online survey study to
answer our research questions using Qualtrics [48]. Data
collection was conducted between 2020 and 2021.

A. Participant Recruitment

Our objective is to survey administrators who have a known
vulnerability in their systems, as we expect their input will be
more relevant to our study than others with no vulnerabilities.
We focus specifically on software vulnerabilities. We randomly
selected 9 vulnerabilities found in popular software over the
past 8 years, with varying severity levels. Patches for these
vulnerabilities were available between 4 days (POODLE) and
47 days (Exim) from the date when the vulnerability was made
public. Table I shows the selected vulnerabilities and their
CVE numbers. For each vulnerability, we used Censys (see
Sec. 1I-B) to find the IP addresses of all devices running the
specific software versions that are reported as vulnerable in
the NVD. We then queried the RIRs WHOIS databases for
contact information (see Sec. II-C), prioritizing abuse contact
if found, and falling back to regular email contact otherwise.

To email survey invitations, we refrained from using our in-
stitution’s email server to avoid adverse effect from wide-scale
email campaigns (e.g., blocklisting our domain, classification
as spam). Instead, we set-up a new mail server, and configured
the conventional suite of mail server authentication, namely
SPF, DKIM and DMARGC, to enable proper email delivery and
reduce the likelihood of spam classification. We verified that
our email domain is not listed as spam, e.g., in spamhaus.org
and www.spamcop.net. We also verified that emails sent from

our mail server are properly delivered to the mailboxes of
Gmail and Outlook, rather than the Spam/Junk folders, as well
as the mail servers of several organizations employing friends
and family, include government and private organizations.

Using Censys, and aggregating data of all 9 vulnerabili-
ties, we found ~4 million potentially vulnerable devices (IP
addresses) and ~1.2 million associated emails in WHOIS. Of
these, 13,191 email addresses were unique, to which we sent
survey invitations. Table I shows this data, broken down by
each of the 9 vulnerabilities. The email invitation sent to each
participant lists the specific vulnerability identified in the par-
ticipant’s server, and an explanation of how we have obtained
their contact information. Appendix B shows an example of
the email we sent for the POODLE vulnerability (CVE-2014-
3566). We took ethics and good Internet citizenship practices
into account when sending these emails. See Sec. IV-C.

B. The Survey

Recruiting experts for research studies is challenging [4],
[45]. Thus, to encourage participation, we created a relatively
short survey (22 questions) to gain insights into factors in-
fluencing remediation decisions. The survey (Appendix A)
included questions to provide context (e.g., organization size,
team size), questions relating to remediation efforts, and
semantic-scale questions where participants were asked to rate
different factors that could influence their decision to remediate
the specific vulnerability identified in their servers. These
factors were suggested by previous work as potential barriers
to vulnerability remediation [53], [64], [56], [36]. All survey
questions discussed herein were presented in the context of
the vulnerability identified in the participant’s server. Semantic
scale questions were shown to participants in random order to
avoid potential ordering effects.

C. Ethical Considerations

We followed our institution’s ethics research board recom-
mendations and best practices of good Internet citizenship [22]
when setting up our study and sending recruitment emails.

We ensured that our recruitment email and survey con-
sent form elucidate that participation is completely voluntary.
During participant recruitment, we were transparent about our
activities, setting up a web page explaining who we are, what
we do, and how we can be contacted. This page was set-up on
the same domain from which the emails were sent. The page
also linked to our research lab’s website (with our institution’s
domain) for further information about lab activities, and our
lab’s website linked to this web page, which helps further
establish authenticity in our study. We provided an opt-out
option, e.g., from future studies, both in our email and in the
web page. Finally, we limited the emails sent to each email
address to one, to avoid spamming mailboxes. That is, if an
email address was listed as the (abuse) contact for a vulnerable
device, and we have already emailed this address for a previous
vulnerability, we will not email it again.

Before starting the survey, participants were presented with
a consent form explaining the purpose of the study, expected
risks and benefits to participants, and data storage plans. The



Table 1.

VULNERABILITIES AND EMAILS IDENTIFIED. OVERALL, 7 = 89 PARTICIPANTS COMPLETED THE SURVEY, 3 OF WHOM WERE NOT LINKABLE

TO A VULNERABILITY (SEE SEC. IV-D FOR DETAILS).

Vulnerability AKA Severity g\e/\l:il:;les ?:r{l;;l[:;(;und z:;:ﬁ:e #participants (%)
CVE-2019-6111 OpenSSH 59M) 671 587 117 -
CVE-2014-3566 POODLE 34 (L) 91,413 38,900 2,739 45 (n =4)
CVE-2018-3110 Java VM 9.9 (O 1,382 1,047 89 -
CVE-2014-0160 Heartbleed 7.5 (H) 64,187 37,824 1,802 22 (n=2)
CVE-2019-15846  Exim vuln 9.8 (O) 618,866 401,722 1,835 30.3 (n = 27)
CVE-2020-6287 SAP NetWeaver 10 (C) 9,684 2,574 262 22 (n=2)
CVE-2018-16845  Nginx 6.1 (M) 24,045 7,509 147 22 (n=2)
CVE-2017-3169 Apache vuln 9.8 (O 1,048,405 440,305 4,143 50.6 (n = 45)
CVE-2018-15599  Dropbear 53 M) 2,040,824 668,513 1,464 45 (n=4)
n/a 34 (n=23)

Severity levels: C - Critical, H - High, M - Medium, L - Low.

form also lists the researchers’ and the IRB’s contact infor-
mation for questions or concerns. Participants must consent to
the form before starting the survey.

Our survey is completely anonymous; we do not collect any
participant-identifiable information (e.g., name, age, organiza-
tion name), and any identifiable information entered by par-
ticipants in the open-ended questions were anonymized before
data analysis. Participants were able to skip any questions they
were uncomfortable answering. Survey responses were deleted
from Qualtrics after data collection concluded. Anonymous
data is stored on password-protected local machines, only
accessible to the research team.

D. Data set

In total, we received 92 responses to our online survey.
To ensure data quality, we discarded responses from three
participants who selected “I prefer not to answer” for more
than 90% of the questions. The results discussed herein are
based on the remaining 89 responses. Participants took on
average 12.99 (Md = 5.2) minutes to complete the survey.

We asked participants to indicate the IP address that we had
identified in our email to help us link their responses to the
identified vulnerability. All but 8 reported the IP address, but
the CVE for 5 of these 8 was indicated. We were, therefore,
unable to link three participants to a vulnerability. In hindsight,
we should have created a separate survey link per CVE rather
than asking participants to report the IP address. While our
recruitment invitations spanned nine unique vulnerabilities
(Table I), our participant responses were relating to seven
unique vulnerabilities. As shown in Table I, the vast majority
of participants in our dataset (83%,n = 74) were running
software versions reported as having critical severity [43].

Participant demographics. Table II summarizes our par-
ticipants demographics. Most participants (=~ 62%) work for
organizations with fewer than 500 employees (considered
Small-Medium Enterprises (SMEs) [16], [54]), and almost
27% of participants are employed in Large Enterprises (LEs).
Moreover, as shown in Table II, most participants (64%) stated
that the size of the remediation team in their organization is
between 2 and 10 people. However, almost a quarter of our
participants reported being the sole responsible for remediating
vulnerabilities in their organization. For the 81 participants
who reported back the IP addresses in the survey, we conducted
an IP geolocation lookup using ipinfo. io. The results are
shown in Table III. The devices were located in 18 countries
spanning 4 continents; the majority (50) came from North

Table II. PARTICIPANTS’ DEMOGRAPHIC (n = 89)
Criteria Percentage (%)
Size of organization
At most 500 employees 61.8
501 to 5000 employees 20.2
5001+ employees 6.7
Prefer not to answer 11.2
Size of The Remediation Team
Just me 23.6
2 to 10 people 64.0
11 to 20 people 4.5
21+ 34
Prefer not to answer 4.5

Table III. A COUNTRY LOOK-UP BASED ON I[P ADDRESS GEOLOCATION
FOR 1 = 81 PARTICIPANTS WHO REPORTED THE I[P ADDRESS IN THEIR
SURVEY.

Country N Country N
United States 34 Japan 1
Canada 16 Netherlands 1
Australia 12 | Norway 1
Austria 3 Philippines 1
France 2 Romania 1
United Kingdom 2 Switzerland 1
Belgium 1 Thailand 1
Germany 1 Turkey 1
India 1 Uzbekistan 1

America, and the rest were mostly distributed over Europe
(14), Oceania (12), and Asia (5).

E. Data Analysis

Quantitative data was analyzed using IBM SPSS v.28.
Table IV summarizes the between-subject statistical tests
we performed. For example, we use Pearson’s Chi-Square
test [44], [24] when testing the effect of the size of remediation
team on participants’ awareness. In this case, we are comparing
more than two groups (i.e., team size=1, team size=2-10,
and team size=11+). However, we use Fisher’s Exact test for
accuracy when comparing exactly two groups [26], [24], e.g.,
when exploring the effect of participants’ organization size
on their awareness (i.e., the two groups being participants
from SMEs and those from LEs). We use Kruskal-Wallis H
test [33], [24] to determine the effect of two or more groups
of independent variables on an ordinal dependent variable. For
example, we test the effect of organization size (groups being
SME and LEs) on each of the remediation barriers (ordinal
dependent variable measured on a S-point semantic scale)—
how important are Compatibility issues for SMEs compared
to LEs? As indicated in Table IV, post-hoc analysis with
Bonferroni correction was done only when the test result
was significant. We also explored the differences between the



various remediation barriers through within-subject tests using
Friedman Rank Sum Test, and Wilcoxon Signed-rank Test with
Bonferroni corrections when applicable. We indicate the test
performed when presenting its results in Section V.

Qualitative data (e.g., responses to survey open-ended
questions and email responses) was analyzed using thematic
analysis [3]. We performed open coding to abstract and con-
ceptualize the data [14] by assigning codes to describe the main
themes or ideas discussed in each excerpt [35]. Through open
coding we look for interesting themes and common patterns
in the data that are relevant to our research questions. For
example, we looked at participants’ reasoning to remediate
or forgo remediation, additional remediation barriers, remedi-
ation plans, as well as any other relevant comments. Affinity
diagrams [32], [31], through a virtual collaboration tool, were
used to discuss the codes and themes, and identify patterns
in the data. Codes were written on (virtual) sticky notes,
and similar notes were grouped together to represent higher
abstractions or themes [31]. These groupings were not based
on preconceived ideas, rather they are grounded in the data. As
recommended by previous work [13], open coding was done by
a single researcher with extensive experience in qualitative data
analysis, and the research team regularly met to discuss codes,
themes, and affinity diagrams to ensure consistency and that
they reflect the sentiment and information in the quotations.

F. Limitations

In this paper, we focus on the view of specific admins
whose systems remain vulnerable despite the technical avail-
ability of a remediation mechanism (a “software patch” in
our case herein). While our findings may not generalize to
all admins, they provide insights into the issues facing admins
with vulnerable systems to help identify ways to support them.

Because the survey is anonymous, we cannot be entirely
sure that participants are in fact employed as system admins.
However, we have done our due diligence to reach out to the
proper demographic by emailing the abuse contact in WHOIS,
typically a technical network operator [50].

We sent thousands of recruitment emails, hoping to reach
a demographic with a wide range of vulnerability severity.
Despite our efforts, our sample is skewed towards highly severe
vulnerabilities . A candidate research follow-up can examine
if a more balanced sample would provide further insights.

Finally, we recognize that our sample size (n = 89)
could have been larger. While we do not claim that it is fully
representative, we believe the findings herein are useful to the
community and provide insights into a real problem shaping
the path to support system administrators.

V. RESULTS

All our survey questions include a Prefer not to answer
option, so participants were able to skip questions. We report
the actual number of data points when reporting the results.

A. Remediation and Awareness

a) Remediation response: QOverall, our participants
were almost equally split in their remediation response;

45%(n = 40) of participants indicated that they have remedi-
ated or attempted to remediate the vulnerability, and 51%(n =
45) have not (see Table V). Encouragingly, the majority of
participants (67%,n = 30) who have not remediated the
vulnerability indicated that they plan to do so (see Fig. 1).
Whereas, 27%(n = 12) indicated that they do not plan to
remediate the identified vulnerability.

b) Awareness of the vulnerability: As a first step to
determine the role of awareness in remediation, we asked
participants if they were aware of the identified vulnerability
prior to our contact. We again found an almost equal split,
51%(n = 45) of participants were previously unaware of the
vulnerability, and 46%(n = 41) were aware of it (see Table V).

Interestingly, not all participants who did not remediate
the identified vulnerability were unaware of it. As shown in
Fig. 1, of the participants who were aware of the vulnerability,
61%(n = 25) indicated they have remediated or attempted
to remediate it, yet more than third (37%,n = 15) have not
attempted remediation despite their awareness. On the other
hand, 29%(n = 13) of participants who were previously
unaware of the vulnerability indicated that they had already
fixed it by the time they filled our survey. It is unclear
though if participants who have remediated (or attempted to
remediate) the vulnerability have done so after our contact
and before responding to the survey, or if remediation was a
byproduct of another task.

Regardless of prior awareness of the vulnerability, some
participants indicated that they plan to remediate (n = 21:
previously unaware, and n = 9: previously aware). Although
not our main research objective, our recruitment email may
have served as a notification of the vulnerability and impetus
for taking action towards remediation. On the other hand,
twelve participants indicated that they do not intend to fix
the vulnerability (n = b5: previously aware, and n = T7:
previously unaware). We analyzed qualitative responses from
these participants to understand the reasoning behind such
concerning outcome. We found that the reasons for foregoing
remediation centered mainly around the lack of benefits from
remediation. For example, some participants explained that
the vulnerability is a false positive;! the vulnerable server
is old, its shutdown is planned and “no one is interested in
fixing unused systems on that server”(P54); or that the server
acts as a honeypot and does not include vulnerable data. We
also found cases where participants indicated they are unable
to, or not responsible to, remediate the vulnerability (e.g.,
participants from Internet Service Providers (ISPs) and the
identified vulnerability belongs to their customers).

We conducted statistical analysis to explore association be-
tween participants’ awareness and remediation of the identified
vulnerability. We assumed an optimistic outlook, considering
participants who plan to remediate will be successful in follow-
ing through their plan, and conducted between subject analysis
with those, who remediated or plan to remediate as one group,
and those who did not remediate and do not plan to do so as
the other group. Fisher’s Exact Test did not show statistically
significant association between awareness and vulnerability
remediation response (p = 0.757, N = 80).

11t is unclear if participants verified this claim



Table IV. SUMMARY OF BETWEEN-SUBJECT STATISTICAL TESTS PERFORMED. POST-HOC ANALYSIS WITH BONFERRONI-CORRECTION WAS
PERFORMED ONLY IN CASE OF STATISTICAL SIGNIFICANCE.
Organization size Severity level Size of remediation team Awareness
Awareness Fisher’s Exact Fisher’s Exact Pearson Chi-Square —

Fisher’s Exact
Kruskal-Wallis

Remediation response
Remediation barriers

Fisher’s Exact
Kruskal-Wallis

Pearson Chi-Square Fisher’s Exact
Kruskal-Wallis & Dunn’s —

An entry in row ¢ column j shows the Test performed to test the effect of j (independent variable) on i (dependent variable).

Prefer not to answer 1

Prefer not to answer 3

Figure 1. Awareness, remediation response and remediation plans (n = 89)
Table V. SURVEY RESPONSES RELATING TO AWARENESS,
REMEDIATION RESPONSE, AND PLAN TO REMEDIATE THE IDENTIFIED
VULNERABILITY
Criteria Percentage (%)

Aware (n = 89)

Yes 16% (n = 41)
No 51% (n = 45)
Prefer not to answer 3% (n = 3)
Remediated (n. = 89)

Yes 45% (n = 40)
No 51% (n = 45)
Prefer not to answer 4% (n = 4)
Plan to remediate (n = 45)

Yes 67% (n = 30)
No 27% (n = 12)
Prefer not to answer 6% (n = 3)

B. Remediation Decisions Beyond Awareness

Using 5-point semantic-scale questions, participants rated
the different factors commonly believed to be barriers to reme-
diation [53], [64], [56], [36]. These questions were presented
to participants in random order to avoid ordering effects. The
factors are:

e Third-party dependencies (e.g., hosting provider, certificate
authority) - /3™ party dependency]

e Compatibility issues (e.g., backwards compatibility, legacy
code, library compatibility) - [ Compatibility issues]

e Limited access to relevant resources that are not controlled
by the remediation team ( e.g., data from other teams) -
[Limited access to rel resources]

e Issues impending the collaboration within the remediation
team or with other stakeholders - [Collaboration issues]

Prefer not to answer 2

9
15 5

Prefer not to answer 1

13

Prefer not to answer 2

e Limited vulnerability tracking tools - [Limited vuln tracking]

e Limited remediation tools - [Limited rem tools]

e Limited knowledge of vulnerability - [Limited knowledge of
vuln]

e Cost of remediation outweighs risk - [Cost outweighs risk]

e Limited knowledge of remediation process - [Lim knowledge
of rem process]

Participants were also able to indicate additional factors
in an open-ended question (See Section V-C). As shown in
Fig. 2, the top two of the barriers presented to participants are
compatibility issues and third-party dependencies.

Friedman test indicated a statistically significant difference
in the importance of different factors for all participants
(x%(8) = 31.172,p < 0.001, N = 76). Post hoc analysis
using Wilcoxon signed-rank tests with a Bonferroni correction
showed that Limited knowledge of remediation process was
significantly less important than Compatibility issues (e.g.
backwards compatibility, legacy code, library compatibility)
factors (Z = —3.599,p = 0.012).

We then divided our participants into two groups: those
who remediated the vulnerability, and those who did not. We
conducted Friedman test to explore if there is a significant dif-
ference in the importance of the factors within each group. We
found a significant difference between factors for participants
who have remediated the vulnerability (y?(8) = 20.248,p =
0.009, N = 35), and a significant difference for those who
have not (x2(8) = 16.166,p = 0.040, N = 40). The post
hoc analysis using Wilcoxon signed rank test with Bonferroni
correction did not show any significant differences during the
pairwise comparisons for both groups.



C. Other Barriers to Remediation

We asked participants to report other factors that they
consider as barriers to remediation beyond those described in
the previous section. Through analyzing participants’ open-
ended responses, we identified six main themes of remediation
barriers. Lack of control over the vulnerable system was
one of the main barriers discussed by participants. In these
cases, participants are offering a hosting service, and it is the
customer’s responsibility to ensure security. Some participants
mentioned their duty ends at alerting their customers of the
vulnerabilities, while others would take further actions to
ensure remediation as P70 explained, “[..] once we notify the
responsible party of the vulnerability we allow 24 hours to
remediate before traffic to the affected IP address will be
blocked until remediation is completed.” Politics was also
one of the most prominent remediation barriers. Participants
explained that they sometimes have to go through bureaucratic
processes with other departments, or have to convince manage-
ment and other stakeholders of the importance of remediating
vulnerabilities. One participant considered “Political/Business
Infrastructure supportive of time and personnel” as an “ex-
tremely important” factor. Our analysis also shows that when
the benefit does not outweigh the cost, admins tend to forgo
remediation. Under this theme, participants consider the impact
of the remediation process on existing services (e.g., service
downtime), the perceived risk and expected losses from a
vulnerability exploitation, and their plans to decommission old
vulnerable servers. Participants also indicated barriers related
to limited resources, such as the lack of time to keep servers
updated, lack of personnel (especially those who are qualified),
the unavailability of vendor patches, and the lack of proper
documentation from previous admins (e.g., P7 said, “I am
the network administrator. The administrator of this system
recently died. I was not completely aware that this server had
a public network exposure/...]”. Finally, our analysis shows
that having to deal with complex remediation processes,
and legacy systems where remediation may not be possible
(or patches are unavailable) are also influential barriers.

D. Influential Parameters

In this section, we investigate parameters that may influ-
ence awareness of the vulnerability, remediation response and
remediation barriers. When discussing remediation response,
we consider participants who have remediated or plan to
remediate the identified vulnerability as a “positive remediation
response” group, and those who have not remediated and do
not plan to as a “negative remediation response” group.

1) Organization size: We grouped participants according
to the size of their organization [59] into SMEs with up to
500 employees, and LEs with 500+ employees.

a) Awareness: We used the Fisher’s Exact Test to
explore association between participants’ awareness and or-
ganization size. We found statistically significant association
(p = 0.043, N = 76). Participants from LEs are more likely to
be aware of the vulnerability compared to those from SMEs.

b) Remediation: We conducted between subject anal-
ysis to explore the association between organization size
and remediation response (positive or negative remediation

Compatibility issues ]

3 party dependency I

Limited access to rel resources I

Limited vuln tracking ]

Collaboration issues I

Limited knowledge of vuln ]

Cost outweighs risk I

Limited rem tools I

Lim knowledge of rem process ‘ ‘ ‘ _
0 20 40 60 80 100

% of participants

Figure 2. Barriers to remediation (n = 80)
[ ] extremely important important
neither important nor unimportant [ unimportant
[ ] not at all important
Compatibility issues ]
3" party dependency I
Collaboration issues I
Limited vuln tracking |
Limited access to rel resources I
Cost outweighs risk I
Limited knowledge of vuln I
Limited rem tools I
Lim knowledge of rem process ‘ ‘ ‘ _
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% of participants

Figure 3. Barriers to remediation for participants with high and critical
severity vulnerabilities (n = 66)

response). The Fisher’s Exact Test did not show significant
association between them (p = 0.715, N = 74).

c) Remediation barriers: The Kruskal-Wallis H test did
not show significant difference in the importance of any of the
barriers between SME participants and those of LEs.

Within groups, the Friedman test showed that barriers
varied significantly for both SMEs (x%(8) = 18.632,p =
0.017, N = 49) and LEs (x*(8) = 24.980,p = 0.002, N =
21). However, post hoc analysis using Wilcoxon test with
Bonferroni correction did not show significant difference.

2) Severity level: We grouped participants into two groups
according to vulnerability severity [43]: 1) low and medium
severity (L-M); 2) high and critical severity (H-C).

a) Awareness: We ran the Fisher’s Exact Test to explore
association between participants’ awareness of the identified
vulnerability and its severity level. Test results did not show a
significant association (p = 0.090, N = 83).

b) Remediation: The Fisher’s Exact Test showed sig-
nificant association between severity level and participants’
remediation response (p = 0.026, N = 79). We found that
vulnerabilities with L-M severity levels are more likely to have
a negative remediation response.

c) Remediation barriers: The Kruskal-Wallis H test did
not show significant difference in the importance of any barrier
between participants of L-M severity and those of H-C.



We used the Friedman test to investigate the importance
of the barriers within each group. There was no significant
differences between barriers for L-M severity participants
(x%(8) = 9.029,p = 0.340, N = 7). However, we found
that the barriers vary significantly for group with H-C severity
vulnerabilities (x%(8) = 31.056,p < 0.001, N = 66). Post
hoc analysis using Wilcoxon test with Bonferroni correction
showed that for this group Compatibility issues was signifi-
cantly more important than Limited knowledge of remediation
process (Z = —1.780,p = 0.007). Figure 3 shows the
importance of each barrier to the H-C severity group.

3) Size of the remediation team: We grouped participants
into three groups based on the size of the remediation team:
1) a single admin; 2) 2 to 10 people; 3) 11 people or more.

a) Awareness: The Pearson Chi-Square Test was used
to explore association between participants’ awareness of the
identified vulnerability and the size of the remediation team.
We did not find statistically significant association (x?(2) =
2.916,p = 0.233, N = 82).

b) Remediation: Similarly, the Pearson Chi-Square Test
did not show statistically significant association between par-
ticipants’ remediation response and size of the remediation
team (x2(2) = 1.612,p = 0.445, N = 79).

¢) Remediation barriers: The Kruskal-Wallis H test
showed that the importance of “Issues impeding the collab-
oration within the remediation team or with other stakehold-
ers” was significantly different between remediation teams of
different sizes (x%(2) = 11.033,p = 0.004, N = 77). The
mean rank factor importance was 26.68 for a single admin,
41.7 for teams between 2—-10 admins, and 54.93 for 11+
teams. Post hoc analysis, using Dunn’s pairwise tests with a
Bonferroni correction showed that this barrier is significantly
more important for teams of 11+ admins (p = 0.009) and
2-10 teams (p = 0.026) compared to sole admins.

To investigate the importance of barriers within each group,
we performed the Friedman test. We found a significant
differences for participants who are the sole admin (x2(8) =
16.470, p = 0.036, N = 20), those who work in teams of 2-10
(x2(8) = 23.420,p = 0.003, N = 47) and for participants in
11+ admins teams (x?(8) = 19.304,p = 0.013, N = 6). How-
ever, post hoc analyses using Wilcoxon signed-rank tests with
a Bonferroni correction did not show significant differences.

E. Response to our Study

We received 156 email replies to our recruitment emails.
Many were automated replies (n = 50) confirming email
receipt, opening a ticket, or directing us to external links to
submit our request. We also received 7 emails looking to verify
our recruitment email. In this section, we discuss our analysis
of the remaining 99 emails,> as well as feedback that was
provided by participants in the survey.

Reactions towards our study varied widely, from apprecia-
tive, all the way to threatening legal actions against the research
team. Four main themes emerged from our analysis.

2We do not include quotes from emails as we do not have the admins’
explicit consent to share the content of their emails, unlike survey responses.

Appreciation. It was encouraging to find that many of the
admins we emailed appreciated our research, even in cases
where they believed the vulnerability was a false positive or
has already been remediated. P81 said, “Thank you for the
initiative and proactive approach. Very helpful [in] preempting
security vulnerabilities.” We found that even admins who take
the security of their systems seriously may miss vulnerabilities
due to various reasons (e.g., the lack of resources), and in
such cases communications such as ours are welcomed. P85
explained, “[...] we do monitor our abuse accounts for reports
such as yours in an effort to tighten up anything that is brought
to our attention. Every now and then, it seems something slips
through the cracks,” and P75 said, “we cannot proactively scan
all services hosted on our network, it would take too much
time to setup/maintain. As such, receiving relevant notifications
(with a low rate of false positive) from researchers is helpful.”
Additionally, some admins were interested in furthering our
research and provided their personal phone numbers in case
we wanted to contact them for more information.

Negative feelings. We observed negative feelings towards
our study, mostly from those who believed the vulnerability
was a false positive. Understandably, some admins felt that
the time they spent verifying the vulnerability was wasted.
Others erroneously believed that we scanned their systems
and were disconcerted. In an extreme case, an admin was
convinced that the research team was withholding information
that would be crucial to their system’s security (e.g., they
believed that the research team hacked their system and ob-
tained data from it). The admin threatened legal action against
the research team, despite multiple communications explaining
the methodology and assurances that the team has shared all
relevant information. We tried to mitigate negative feelings by
clearly explaining our methodology in the recruitment email,
and avoiding wording that implied that we have confirmed
the existence of the vulnerability. In Section VI-C, we discuss
ethical implications for this line of research.

Remediation and confusion. We received multiple com-
munications from system admins about the status of their
(potentially) vulnerable systems. For example, some explained
that they have investigated the issue, remediated the vulnera-
bility, plan to remediate it, or that they are in the process of
decommissioning the server. In some cases, the admins were
confused as to why their systems appeared to be vulnerable
despite having remediated the vulnerability before. They would
explain the remediation steps previously taken and ask us to
verify whether these steps were the correct ones.

Requesting further information. Aligning with previous
research [11], [36], we found that system admins sought de-
tailed information about the scans that identified the vulnerable
software versions (e.g., timestamp, logs, port number), and the
tools and methodologies we used to aid their investigations and
remediation efforts. For example, P80 said, “Could you please
share the tools and techniques of your research? What software
was used; was it specially developed or modified according to
your needs?” One of the reasons for the interest in the tools
used was that some admins considered finding a tool that scan
their network and cross references vulnerabilities to the CVE
database, a barrier to remediation. Some admins also requested
a proof-of-concept of the vulnerability exploitation.



VI. DISCUSSION

A. Answering the Research Questions

RQ1: Factors preventing vulnerability remediation. Our
analysis suggests that no single factor was reported by admins
to be of significant importance over others—i.e., no one-size-
fits-all solution. Furthermore, we did not find evidence that
awareness of the existence of a vulnerability affects remedi-
ation plans, which advances our understanding of findings in
previous literature on vulnerability notification.

RQ2: Variables affecting factors’ importance. All factors
received some attention from our participants. First, we found
that compatibility issues were more important than limited
knowledge of remediation process. This was also true for
participants who responded to high and critical severity vul-
nerabilities. This suggests that it is not as necessary to spend
more time training admins, versus creating software patches
that are backwards compatible and decommissioning old sys-
tems. However, for low and medium severity vulnerabilities,
we found that participants are more likely to have negative
response to remediation, ie., to answer that they have not
remediated the vulnerability, or that they are not planning to.

As for company sizes, while we found that the importance
of factors does not change with company size, we found that
LEs are more likely to be aware than SMEs. Additionally, we
found that “issues impeding collaboration between members
of the remediation team and other stake holders” was less
important to sole admins compared to teams. Finally, from
our qualitative analysis, we found other factors that influence
remediation decisions, including politics, benefit versus cost,
limited resources, and the maintenance of legacy systems.

B. Reflections on the Study Methodology

The utility of Censys in finding vulnerabilities. Some
participants indicated how our identified vulnerability was
a false positive. Such false positives are artifacts of our
methodology, and not related to Censys. The reason is that
Censys performs a banner grab to determine the software
version number. If a software was backported (Sec. II), it
becomes much harder to tell whether this version is vulnerable.
It is unclear how this challenge can be fixed without actively
interacting with the device and, e.g., attempting to exploit the
vulnerability. Backporting thus, while it provides the advantage
of keeping old software patched [49], it creates a challenge for
non-intrusive methodologies that use engines like Censys.

Alternatives to WHOIS for vulnerability notification.
While previous literature has tested various contact meth-
ods [55], [40], emails remain cheapest and most scalable. It
is clear, however, that WHOIS emails are not quite optimal
for several reasons. First, WHOIS lacks standardized struc-
ture [39], and addresses are often difficult to extract [11].
Second, privacy-protective regulations, notably GDPR, are
making it increasingly harder for contact information to be
publicly available on WHOIS records [41]. Third, WHOIS
contact information often belongs to an admin that has no
direct control over a specific server. For example, an orga-
nization with a /16 IPv4 addresses (65K IP addresses) will
likely have several admins in different administrative domains
responsible for all of them. This is also a common scenario
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with ISPs, especially since WHOIS can be queried using either
an IP address or a domain name, and the results are not
necessarily identical. Alternative contact mechanisms include
email addresses in the Start of Authority (SOA) of DNS
records, and security.txt files [27]. Soussi et al. [52]
found more promising (responsive) results with SOA addresses
compared to WHOIS. The security.txt is a proposed
standard whereby websites can make available information
about the website’s policy (what to do when reporting a
security issue), preferred language of correspondence, security
positions available for hiring, and who to contact with security-
related issues [47]. Findlay and Abdou [25] queried WHOIS
for the contact information of every domain in Tranco’s
top million [46] that had a security.txt file (~5000
domains). The authors found zero matches, raising further
questions about the utility of WHOIS for effective notification.

C. Ethics for Human-centric Internet Measurements Research

We use publicly-available data in the research presented
herein (i.e., IP addresses of potentially-vulnerable machines),
thus did not anticipate adverse events from our study. Never-
theless, we found cases where the admins whom we contacted
were shocked by the availability of this data and our ability
to use it. As explained in Sec. V-E, some admins experienced
relatively negative feelings. In our study, an Internet service
provider mentioned that they would block their customer if
the latter fails to remediate a vulnerability in a time period
following notification. That is, notifying a service provider of
a vulnerability may lead to adverse event for their customers.

Concrete considerations for ethical large scale notification-
related research in security and privacy are yet to be de-
fined [41]. We hope to raise awareness of the importance
of taking adverse events into account when designing similar
studies, and recognizing that these events may extend beyond
study participants. For example, adverse events can occur
simply due to receiving a recruitment email (or a vulnerability
notification) without actually participating in the study, or to
a third-party as a byproduct of an admin’s study recruitment
(e.g., as in the case of a non-participating customer blocked
by a service provider). Another factor is that large scale
recruitment across the Internet spans different jurisdictions,’
which potentially exacerbates the risk of adverse events.

Finally, with the growing intersection between large scale
Internet measurements studies and user studies, it is becoming
more important that IRBs account for established best practices
for good Internet citizenship (e.g., put forth by Durumeric
et al. [22]) as part of the IRB clearance process.

VII. CONCLUSION

We conducted a survey with system administrators from 18
countries to understand reasons behind the persistent lack of
vulnerability remediation that plagues the Internet. To recruit
participants, we used Censys to find systems running vulnera-
ble software versions, obtained the contact email addresses for
these systems from WHOIS, and emailed them an invitation to
our survey. We received 89 complete surveys overall. Our anal-
ysis shows that awareness of the existence of a vulnerability

30f 156 surveyed countries, Diop et al. [18] found that only Albania and
Philippines have legal articles “requiring” admins to remediate vulnerabilities.



does not affect remediation plans, which paves the way towards
explaining the low remediation rates in previous literature.
While most participants reported compatibility issues and
third-party dependencies as the most influential factors, we
found no evidence that eliminating a specific barrier is a
panacea for the long tail of vulnerable systems. Many factors
were discussed by participants, including backwards compat-
ibility, lack of resources, the admin’s technical knowledge of
the vulnerability, importance of the at-risk assets to the own-
er/admin, limited knowledge of vulnerability tracking, internal
company politics, benefit versus cost, limited resources, and
maintenance of legacy systems. We believe these findings well
complement previous literature on vulnerability remediation.
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APPENDIX A
SURVEY QUESTIONS

1) Please enter the IP of a vulnerable host (hereon referred to
as “The Host”) we identified in our corresponding email
(This IP address will only be used to connect the survey
response to the network it came from, for removal data
if requested, or to later check of the vulnerabilities were
fixed):

a)
b) Prefer not to answer

2) Did we contact the appropriate person in your organiza-
tion?

a) Yes
b) No (Why not? )
3) What is the size of your organization?

a) At most 500 employees
b) 501 to 5000 employees
¢) 5001+ employees
d) Prefer not to answer
4) How many people are involved in addressing issues re-
lated to the Host’s security/privacy vulnerabilities (hereon
referred to as "The Remediation Team™)?
a) Just me
b) 2 to 10 people
c) 11 to 20 people
d) 21+
e) Not sure
f) Prefer not to answer
5) Were you previously aware of the vulnerability we de-
tected?
a) Yes
b) No
¢) Prefer not to answer
6) Have you already remediated, or previously attempted to
remediate, the vulnerability we detected?
a) Yes
b) No
¢) Prefer not to answer
7) If you have not, do you plan to remediate the vulnerability
we detected?
a) Yes
b) No
¢) Prefer not to answer
8) Have you previously received notifications from the other
security researchers regarding potential vulnerabilities re-
lated to your network?
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a) Yes
b) No
c) Prefer not to answer

9) Please rate the importance of the following considerations
that may contribute to The Remediation Team’s reasoning
to forgo remediating the vulnerability we have identified.
(Note: Respondents rate the following statements on a 5-
point Likert scale - "Not at all important”, “Unimportant”,
“Neither important nor unimportant”, “Important”, “Ex-
tremely important”, ”Prefer not to answer”. To counteract
the potential ordering influence, the following statement
were presented in random order per participant.)

a) Cost of remediation outweighs risk

b) Limited knowledge of vulnerability

¢) Limited knowledge of remediation process

d) Issues impending the collaboration between The Re-
mediation Team and other stakeholders

e) Limited remediation tools

f) Limited vulnerability tracking tools

g) Third-party dependencies (e.g. hosting provider, certifi-
cate authority)

h) Compatibility issues (e.g. backwards compatibility,
legacy code, new libraries)

i) Limited access to relevant resources that are not con-
trolled by the Remediation Team (e.g. data, tools)

10) Are there any other considerations we did not mention?
a) Yes
b) No

11) If yes, Please describe the other considerations and pro-
vide an importance rating (e.g. “Not at all important”,
“Important”, or “Extremely Important”) for each addi-
tional consideration.

12) If we did not contact the appropriate person, please
explain who this survey was forwarded to.

13) In general, how similar would your responses be if we
asked these questions regarding other vulnerabilities the
Remediation Team detects?

a) Not at all similar

b) Somewhat similar
¢) Similar

d) Very similar

e) Not sure

f) Prefer not to answer

14) If you would like to elaborate on any of your responses in
this survey, or have any other comments, please provide
your feedback below. Please make sure not to include
any personal information, or information which may give
away your identity.



APPENDIX B
RECRUITMENT EMAIL EXAMPLE

Subject: ”Vulnerability Notification for [IP address] and Remediation Survey”
Hello,

You are being contacted because your email address is registered as point of contact in the WHOIS data associated with
[IP address]. This message is intended for this host(s) operator. Please share it with a relevant individual should you not be the
appropriate contact.

We are security researchers from [Institution Name]. In our research we have used public search engines to scan the Internet
for hosts with potential vulnerabilities. Our scan suggests that your host(s) may be effected by the vulnerability described at the
end of this email.

The purpose of our research is to better understand reasons a network operator may be unable to address a vulnerability or
choose to forgo remediation. To help us measure these factors, we invite you to participate in the following survey: [link to the
survey].

We estimate our survey will take you 15 minutes to complete. Your responses will be anonymous and will shape future
efforts to help operators, such as yourself, in managing the security of their network.

Detected Vulnerability:
CVECODE: CVE-2014-3566

DESCRIPTION: The SSL protocol 3.0, as used in OpenSSL through 1.0.1i and other products, uses nondeterministic CBC
padding, which makes it easier for man-in-the-middle attackers to obtain cleartext data via a padding-oracle attack, aka the
“POODLE” issue.

CVSSSCORE: 3.4 LOW
NVDLINK: https://nvd.nist.gov/vuln/detail/CVE-2014-3566

Again, we invite you to participate in our survey measuring the reasons a network operator may not remediate the vulnerability
we’ve detected: [link to the survey]. Your contribution is greatly appreciated.

This research has been cleared by [Institution’s Research Ethics Board].
If you have questions or concerns, or would like to opt-out of future studies, please respond to this email.
Sincerely,

[Researchers]
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